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Introduction

This report is about the detailed syllabi of master programs on big data in the EU countries
participating in the ADA project. It was compiled thanks to the collaboration of Professor
Rashid Chelouah (EISTI), Professor Gianluca Cubadda (UNITOV) and Professor Ronald
Hochreiter (WU).

University of Macedonia (Greece)

Master in Business Analytics and Data Science

This is a new course inaugurated during the 2018-2019 academic year. The main aim of this
Master Course is the provision of a postgraduate level specialized knowledge in
business analytics and data science in University graduates, business executives
and public and private sector employees. To help executives to effectively
manipulate multidimensional Big Data that flow daily to Public and Private
Organizations from multiple sources using the appropriate IT, Data Analysis and
Operational Research - Optimization tools. The programme aims to promote
knowledge and develop research in the broader field of Business Intelligence by
developing knowledge and skills at the cutting edge of the three areas of the
Decision Sciences cycle (Information Systems, Statistics, Operational Research). In
this way it is expected that graduates of the program, will promote the upgrading of
the quality of the products and services provided through their organizations,
contributing to the sustainable development targets, both in the economic, social and
environmental spheres.

Course structure

The total number of ECTS units is 90 and the programme of studies is as in table 1.

Table 1
First semester required — Preliminary course ECTS




Software Tools for Business Analytics 7,5

First semester - required courses ECTS
Introduction to Big Data and Business Intelligence 7,5
Systems
Business Analytics I-Descriptive Analytics and 7,5

Introduction to Predictive Analytics
Business Analytics with Management Science models | 7,5
and methods — Prescriptive Analytics

Second semester - Required courses ECTS
Advanced Predictive Analytics and Data Mining 7,5
Introduction to Data Management methods and 7,5

techniques
Electives (choice of 2): 2X7,5

Business Analytics I, Advanced Statistical methods 7,5
and multivariate Analysis

Decision Analysis and Optimization 7,5
Marketing and Social Media Analytics 7,5
Financial Management Analytics 7,5
Operations and Supply Chain Analytics 7,5
Web and Text Analytics 7,5
Simulation Techniques in Business Analytics 7,5
Third semester ECTS
Master thesis 30

Detailed description of the courses

a. Software Tools for Business Analytics

i. Description

Python is a modern programming language that is particularly distinguished by its
easy-to-read code and ease of use. It also has a wealth of tools that make it very
useful, flexible and efficient for scientific work. R is also a modern language that is
mainly used for statistical processing. The course focuses on the learning of
advanced techniques of the above languages for solving network problems,
performing algorithmic analysis, calculating statistics and visualizing data. It is a
laboratory course and all of the software used is Free Software and Open Source
Software. It is also considered preparatory, in the sense that all the software and
techniques taught will be used later in the work of the remaining postgraduate
courses. At the beginning, a brief introduction will be made to these language
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functions, which are related to the definition of variables, commands, data structures,
and the configuration of the interface. Then, upon completing the course, students
should be able to write Python and R code related to the topics mentioned above, ie
to use the specific tools to work with tables and other data structures, visualize data
and enable to represent them in properly structured charts, to implement algorithms,
to reproduce networks and at the same time to visualize them and finally to be able
to make extensive statistical analyses.

ii. Software

Python, Anaconda, Spyder, NetworkX, Pandas, Seaborn, matplotlib, scipy, numpy, graphviz,
gnuplot, gnuplot.py, R.

iii. Syllabus

Introduction to Python I (installation, editors, variables, etc)

Introduction to Python Il (data structures, functions, 1/0O)

Arrays and scientific programming with Python (packages: numpy, scipy)
Algorithm analysis with Python

Statistics with Python | (package: pandas)

Statistics with Python Il (package: StatsModels)

Networks with Python (package: NetworkX)

Network visualization with Python (packages: matplotlib, graphviz)

Data visualization with Python (packages: matplotlib, gnuplot.py, seaborn)
Introduction to R (installation, editors, variables, etc)

Statistics with R |

Statistics with R I

Final Exam

iv. Bibliography

Haslwanter, T. “An introduction to Statistics with Python. With applications in the Life
Sciences”. Springer, 2016.

Johansson, R. “Numerical Python. A practical techniques approach for Industry”. Springer,
2015.



Linge, S. and Langtangen, H. P. “Programming for Computations - Python. A gentle
introduction to Numerical Simulations with Python”. Springer, 2016.

Ranhlf, T. “Data Visualisation with R”. Springer, 2017.
Daroczi, G. “Mastering Data Analysis with R”. Packt Publishing 2015.

Documentation for packages: NetworkX, Pandas, Seaborn, matplotlib, scipy, numpy,
graphviz, gnuplot.py.

b. Introduction to Big Data and Business Intelligence Systems

i. Description

The aim of the course is the theoretical and practical introduction of students to the concepts
of large data, business intelligence and analytical data. After completing the course students
will be able to:

* Explain modern developments in the field of large data and business intelligence.

» Report successful scenarios of exploiting large data and analytical data to modern
businesses worldwide.

* Describe the basic concepts and functions of data warehouses.
* Differentiate different types of data visualizations and choose the right one.
* Describe the process, methods, and tools for predictive analytics in enterprises.

 Recognize various modern large data management technologies such as
Hadoop, NoSQL, graph databases, etc.

» Understand the use of software tools to exploit analytical large business data.

The lesson will include scenarios for the use of analytical data for decision-making related to
modern business problems of large corporations (e.g. Instacart, Airbnb, BNP Paribas, Zillow)
in various sectors such as e-commerce, banking, tourism and real estate management.

ii. Software

Python, Jupyter Notebook

iii. Syllabus
Basic concepts of Data Analytics and Business Intelligence

Data and Databases



Data Warehouses

Data visualisations

Predictive analytics

Text mining and sentiment analysis
Web mining

Social Network Analysis

Big Data: Hadoop, NoSQL, SPARK
Semantic Web and linked data
Artificial Intelligence

Privacy and Ethics

Final Exams

iv. Bibliography

Provost, F. and Fawcett T., Data Science for Business, 2013, O'Rielly, Sebastopol, CA.
Sharda, R., Delen, D., Turban, E., Business Intelligence and Analytics, Systems for Decision
Support, 2014, Pearson Education, Essex, England.

c. Business Analytics I-Descriptive Analytics and Introduction to Predictive Analytics

i. Description

Business decisions are often taken under conditions of uncertainty. In the modern
business environment, technological developments have facilitated the collection of
large data (Big Data) that may possibly improve the decision-making process.
Business Analytics refers to the ways in which businesses, non-profit institutions and
governments can use this data to gain knowledge and make better decisions. The
ability to efficiently use data to make quick, precise and profitable decisions is a
crucial strategic asset for business. Business Analytics is basically based on
guantitative and statistical methods and optimization processes to identify patterns
and trends in data that ultimately lead to realistic forecasts. The aim of this course is
to help students learn a variety of key statistical tools useful for summarizing and
presenting past events and information. Students will learn how to convert raw data
into descriptive summaries that can easily be presented and understood. It will also
introduce students to the fundamental concepts of Statistical Inference, such as
Parameter Evaluation and Case Control, as well as statistical tools useful in
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Business Analytics, such as Correlation Analysis and Time Series Analysis.
Emphasis will be placed on applications, concepts and interpretation of results rather
than on theory and calculations. To implement all of the above, the SPSS statistical
package will be used to help students familiarize themselves with the software and
be able to perform any data analysis.

ii. Software

SPSS, Excel, R

iii. Syllabus

1. Introduction to Data Analysis and Business Analytics

2. Describing and Summarizing Data

3. Visualizing and Understanding Data

4. Data preparation-Cleaning Data and data transformations

5. Descriptive Statistical Measures-Relationships between two variables

6. Probability Distributions and Data Modeling

7. Sampling and Estimation-Creating representative and unbiased samples
8. Inferential statistics-Confidence intervals

9. Inferential statistics-Designing and Performing Hypothesis Tests

10. Chi-square Tests
11. Comparative statistics-Visualizing relationships and correlation coefficient
12. Time Series Analysis and Forecasting

13. Final Exam

iv. Bibliography
James R. Evans, Business Analytics, Pearson Education, 2016.

Camm J., Cochran J., Fry M., Ohlmann J., Anderson D., Sweeney D., Williams T., Essentials
of Business Analytics, Cengage Learning, 2015.

S. Christian Albright, Wayne L. Winston, Business Analytics: Data Analysis & Decision
Making, Cengage Learning, 2015
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Glenn J. Myatt., Making Sense of Data: A Practical Guide to Exploratory Data Analysis and
Data Mining, Willey 2007.

d. Business Analytics with Management Science models and methods — Prescriptive
Analytics

i. Description

The process of making business decisions by collecting, sorting, processing and
analyzing data is not new. The variation observed in recent years relates to the
nature of the data sources and the form of the data themselves, having one or more
of the following characteristics: large volume, greater variety of variations, velocity,
variability, veracity but also value, highlighting many challenges for decision makers.
In general, Business Analytics appear on three main levels of analysis: Descriptive
Analytics (Data Processing and Background Information Extraction), Predictive
Analytics (Past to Develop Predictive Models) and Prescriptive Analytics (using
models based on previous results to propose optimal modes - prescriptions. The
course focuses on the Prescriptive Analytics. That is, it first presents a general
approach to some of the most important business process modeling techniques in
the context of the system approach that is the basis of Operations Research or
Management Science or Optimization, that is, the Science of Decisions. At the end
of the course, students and students will be able to understand the role of
Management Science in managing and analyzing data, developing a decision model
based on a real business situation, developing solutions that provide optimal values
of measures to achieve the desires of the decision-maker, to compare alternative
scenarios based on these measures and to systematically explore the structure of
these solutions by analyzing in depth the system and the interactions between its
components. They will also have the opportunity, on the basis of decision theory, to
work on a decision-making environment where subjective thinking influences
significantly the "best" decision.

ii. Software

Excel, POM/QM, IBM Optimization Studio12.8 - OPL

iii. Syllabus

Introduction: The analytics era and the role of the prescriptive component, mathematical
programming in Business Analytics and the linear case.

Linear Programming (LP) models: Assumptions and basic constructing principles.
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Elements of optimization using Linear Programs: The graphical solution

The algorithmic perspective, Post optimality analysis and applications of LPs
Introduction to Decisions Analysis

Decision Analysis methods and applications

Introduction to Networks: Spanning trees and shortest paths.

Flows in Networks: Algorithms, LP formulation, Max Flow/Min Cut.

Integer Programming (IP) models: Assumptions and basic constructing principles.

Elements of optimization over Integer Linear Programs: The geometric and the algorithmic
perspective towards optimality.

The art of modeling using boolean variables. Integer programming applications.

Final Exam.

iv. Bibliography

Asllani A., Business Analytics with Management Science Models and Methods, Pearson
Education, 2015.

Camm J., Cochran J., Fry M., Ohlmann J., Anderson D., Sweeney D., Williams T.,
Essentials of Business Analytics, Cengage Learning, 2015.

Drake M., The Applied Business Analytics Casebook, Pearson Education, 2014.

Anderson DR, Sweeney DJ, Wiliams TA, Camm JD, Cochran JJ., An Introduction to
Management Science 13" - 15" ed, Cengage Learning, 2010-2018.

e. Advanced Predictive Analytics and Data Mining

i. Description

Increased activity in areas such as the Internet, e-commerce, e-business, large
number of online questionnaires, etc. have significantly increased the volume and
complexity of data collected and stored, increasing their importance and value in
making business decisions. Data Mining refers to finding a structure in large datasets
using statistical techniques, artificial intelligence, and machine learning. The purpose
of data mining is that the information to be extracted and standards that will become
available will contribute to the decision-making process. Predictive Analytics
techniques go beyond the mere description of the data and rely on the past to make
forecasts for the future. These techniques are particularly important as they make it

12



easier for business decision makers to evaluate all possible opportunities, such as
revenue, profits, market share, probability of making a sale, probability of losing a
customer, etc, taking into account a number of predictive factors such as marketing
costs, quality assurance procedures, number of sellers, etc. This course focuses on
advanced methods of data mining and predictive analytics, systematically presenting
the most important predictive modeling techniques, as well as their applications to
real data management, operations, marketing etc. At the end of the course it is
expected that students will be able to draw and form data sets from related sources,
formulate correct research questions and design plans for them, choose the
appropriate techniques of data modeling and analysis leading to extract useful
knowledge standards, formulating forecasting decision making. Also to evaluate and
compare the effectiveness of methods and communicate the findings of the analysis
to executives of organizations and businesses.

ii. Software

R, Excel, SPSS

iii. Syllabus

Introduction — Data Exploration and Data Pre-processing
Linear Regression

Cluster Analysis (Hierarchical and k-means)

Dimension Reduction (Principal Components Analysis)
Dimension Reduction (Correspondence Analysis)
Logistic Regression, Discriminant Analysis

Model Evaluation (Resampling Methods) — K-Nearest Neighbors, Naive Bayes
Model Selection, Regularization and Model Tuning
Tree-based methods: Classification and regression trees
Association Rules

Support Vector Machines

Case Studies

Final Exam

iv. Bibliography
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Gareth, J., Witten, D., Hastie, T. and Tibshirani, R. An Introduction to Statistical Learning:
With Applications in R. New York: Springer, 2013.

Kuhn, M., and Johnson, K. Applied Predictive Modeling. New York: Springer, 2013.

Larose, D. T., and Larose, C. D. Data mining and predictive analytics. John Wiley & Sons,
2015.

f. Introduction to Data Management methods and techniques

i. Description

The aim of the course is to introduce students to the management of different forms
of data found in modern enterprises. After completing the course students will be
able to:

* Create data models
» Compile and execute complex SQL queries

* They distinguish the differences between traditional data management systems and
large data management systems.

* Summarize the features of Hadoop and the MapReduce programming model.
* Run programs using Hadoop.

« Differentiate the different classes of NoSQL databases and describe their
characteristics.

SQL teaching will be based on Oracle's educational material and learning platform
as the University of Macedonia is a member of Oracle Academy.
The course requires the active participation of students who will practice the subject
matter in practice and will work weekly throughout the semester.
The course does not require prior knowledge in programming or databases.

ii. Software

Oracle SQL, Cloudera, MongoDB, HBase

iii. Syllabus
1. Introduction to relational databases

2. Data modeling
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3. The SQL language

4. Single row functions

5. Data from multiple tables

6. Aggregate reports

7. Embedded SQL Queries

8. Hadoop and MapReduce

9. Practical application of Hadoop / MapReduce

10. Key value NoSQL stores (e.g., Amazon DynamoDB, Redis)

11. NoSQL Store Document (e.g., MongoDB, Elasticsearch) - JSON
12. Extensible NoSQL stores (such as BigTable, HBase, Cassandra)

13. Final examinations

iv. Bibliography

Oracle Academy “Database Design and Programming with SQL” [Online Course]

g. Business Analytics Il, Advanced Statistical methods and multivariate Analysis

i. Description

Multivariate Analysis deals with methods of collecting, describing and analyzing a set
experimental units described by many variables. The use of these methods to
support decision-making has been an established and widespread tactic in business
for decades. However, "traditional" multivariate methods are constantly evolving
towards the management of complex data sets and large volume data. The course
content includes two parts. The first part presents the basic exploratory methods of
multivariable data analysis. The feature of exploratory methods is that they do not
distinguish variables in dependent and independent, but the purpose of the analysis
is to reveal hidden relationships, tendencies, or conflicts in order to create
hypotheses. This category of methods includes factorial analysis, analysis of major
components, analysis of matches and cluster analysis. In the second part of the
course confirmatory methods are presented. In the context of confirmatory methods,
a distinction is made between independent and dependent variables and the degree
of impact of the variables of the first group on the second. This includes methods
such as regression analysis, multivariate variance analysis, path analysis and
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structural equation models. At the end of the course, students will be able to choose
the appropriate methods of analysis based on research planning, the nature of the
data, and the research questions related to them. They are also able to manage and
represent multivariate data through statistical processing software, as well as to
perform statistical analysis. Finally, they will be able to evaluate and compare the
effectiveness of the methods and to report on the findings of the analysis.

ii. Software

R, Excel, SPSS

iii. Syllabus

Introduction to Multivariate Data Analysis

Exploratory Factor Analysis & Principal Component Analysis (1)
Exploratory Factor Analysis & Principal Component Analysis (I1)
Correspondence Analysis

Multiple Correspondence Analysis

Cluster Analysis: Hierarchical and Partitioning Methods (1)
Cluster Analysis: Hierarchical and Partitioning Methods (I1)
Multivariate Regression Analysis and Multivariate Analysis of Variance
Discriminant Analysis and Canonical Correlation

Confirmatory Factor Analysis and Path Analysis

Introduction to Structural Equation Models

Special Topics: Missing Data, Analysis of Mixed Data

Final Exam

iv. Bibliography

Bartholomew, D. J., Steele, F., Galbraith, J., & Moustaki, I. (2008). Analysis of multivariate
social science data. Chapman and Hall/CRC.

Husson, F., L&, S., & Pages, J. (2017). Exploratory multivariate analysis by example using
R. Chapman and Hall/CRC.

Schumacker, R. E. (2015). Using R with multivariate statistics. Sage Publications.
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h. Decision Analysis and Optimization

i. Description

Optimization has been one of the cornerstones of the field of Operational Research /
Management Science, an ancestor of the field we now call Business Analytics, and
in particular Prescriptive Analytics. In the age of large data, optimization is the
"engine" of rapid developments in the analytical sector, as the development of
algorithmic methodologies capable of responding to the needs of the industry,
greatly encourages its further development. This course is a continuation of the
introductory course "Administrative Science in Operational Analytical”, but emphasis
is given to two axes with a ratio of 2 to 1. (a) the axis that highlights the algorithmic
methodologies for solving problems of mathematical programming and (b) a brief
introduction to decision theory, an object that demonstrates the value of subjectivity
in decision-making. In the introductory lecture of the first axis there is a concise
repetition of concepts and methodologies of the obligatory course OR / MS as these
concepts are keys to the next modules. To solve the problems on this axis, the ILOG
CPLEX 12.8 Python API will be used. The above environment is one of the dominant
and most powerful convex and integer programs. The familiarity with native Python
and the numpy library is taken from the required lesson "Software Tools". The linear
programming sub-section will cover the form of the simplified simplex algorithm as
well as its dual simplicity that is an integral part of any modern linear problem solver.
In the sub-section of inline linear programming, advanced modeling techniques using
binary variables as well as the two major cutting plan methods (branch and bound,
Gomory's cutting plane method) will be discussed. We will then discuss some classic
combinatorial optimization problems that are extremely practical and theoretically
interesting. Finally, two decomposition algorithms will be presented in individual
"similar" problems, a process that solves large scale optimization. It is noted that a
part of the course (1/3) will be devoted to an elementary introduction to multi-
attribute programming and multi-criteria decision-making methods. In this context,
classical methods of multi-attribute programming and other non-parametric
approaches such as the AHP method and the DEA method will be presented.

ii. Software

POM/QM, IBM ILOG CPLEX 12.8 — Python API

iii. Syllabus
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From Operational Research to Business Analytics; an “optimized” evolution. Revision of key
notions (OR/MS compulsory course), Linear Programing (LP).

Introduction to the Python API of IBM ILOG CPLEX. Linear programming applications.

Optimizing linear programs in practice: The revised simplex algorithm, dual linear
programming and the dual simplex algorithm.

Integer Programing (IP) and the expressive modeling capacity of the integrality condition.

On the optimization of Integer Linear Programs (ILP). The branch and bound algorithm, and
Gomory’s cutting plane algorithm.

Special cases of ILPs: Traveling salesman, knapsack, set covering, set packing, vehicle
routing and other combinatorial optimization problems.

Large scale optimization : The Dantzig-Wolfe decomposition algorithm and
Large scale optimization Il: The Bender's decomposition algorithm
Introduction to Multiobjective optimization — basic concepts

Goal Programming

Linear models of efficiency — DEA

AHP and extensions

Final Exam.

iv. Bibliography

H.P. Williams (2013). “Model Building in Mathematical Programing - 5" edition”, John Wiley
& Sons Ltd, UK.

D. Bertsimas & J.N. Tsitsiklis (1997). “Introduction to Linear Optimization”, Athena Scientific,
Massachusetts, USA.

G.L. Nemhauser & L.A. Wolsey (1988). “Integer and Combinatorial Optimization”, John
Wiley & Sons Ltd, USA.

Anderson D. R., D. J. Sweeney and T. A. Williams, An introduction to Management Science:
Quantitative Approaches to Decision Making, >13" ed, Thomson.

i. Marketing and Social Media Analytics

i. Description
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In the age of big data, businesses face growing challenges in terms of processing, compiling
and understanding their consumer and customer data. The marketing analytics are about
identifying and using specific patterns of consumer behavior through analyzing data
collected internally or externally for business to resolve strategic marketing and / or decision-
making problems. Students will be able to focus on marketing strategies through the use of
specific analytical tools, techniques and metrics, and develop models for evaluating
corporate choices. Emphasis will be placed on digital marketing tools, and in particular on
the use of metrics to evaluate regular marketing on social networks and search engines.
Students will be able to develop further practical skills in using the SPSS and AMOS
statistical packages. In particular, students will be familiarized with analytical tools and
methods used in modern marketing departments such as Cluster Analysis, Conjoint
Analysis, Principal Component Analysis, Structural Equation Modeling, Regression Analysis,
Decision Trees. The structure of the course reflects the modern business needs for
executives with analytical skills that can support the corporate decision-making process
within the marketing strategy.

ii. Software

SPSS, AMOS, Excel

iii. Syllabus

Introduction to Marketing Analytics

Who are our customers? Marketing Segmentation and Cluster Analysis
Case study: Banking Customers Segmentation

What do customers want? New Product Development and Conjoint Analysis
Understanding Customers’ Attitudes — Principal Component Analysis
Modeling Customers’ Decision Making — Structural Equation Modeling
Online Promotion Mix: Google & Social Media Analytics

Case study: Understanding Customer Value

Case study: Bank Marketing

Case study: Customer loyalty

Case study: Revenue Management to control the booking process
Presentations

Final Exam
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iv. Bibliography

Hemann, C. and Burbary, K., 2013. Digital marketing analytics: Making sense of consumer
data in a digital world. Pearson Education.

Mizik N., Hanssens D. M. (2018). Handbook of Marketing Analytics: Methods and
Applications in Marketing, Edward Elgar Publishing: Northampton MA.

Sorger, S., 2013. Marketing Analytics: Strategic Models and Metrics. Admiral Press.

Winston, W.L., 2014. Marketing analytics: Data-driven techniques with Microsoft Excel. John
Wiley & Sons.

j. Operations and Supply Chain Analytics

i. Description

Operations and Supply Chain Analytics (O/SC-Analytics) is one of the fastest
growing Business Intelligence applications. An important element of the O/SC-
Analytics course is timely access to trends and measurements of key performance
indicators, while recent developments in information and communication
technologies have contributed to a rapid increase in data-driven decision-making.
The main objective of the course is to familiarize students with tactical and strategic
issues around the design and operation of supply chains, develop analytical skills to
solve real problems and teach students a wide range of methods and tools for the
efficient management of demand and supply networks. This course studies the key
areas of decision making in the design and operation of the supply chain. Students
will initially learn what data they need and how they will use this data to measure
supply chain performance, such as stock levels, product availability, supplier
performance, warehouse efficiency and customer service levels. On this basis, they
will learn how to apply different tools and methods to analyze trends, to extract
knowledge and business intelligence and to make decisions. The topics covered will
be divided into the planning and management of supply chain operations, including,
among other things, the supplier's analysis, capacity planning, demand and supply
matching, sales and function planning, position analysis and network management,
inventory management, distribution, and installation locations. Finally, by analyzing
and discussing case studies, they will appreciate and receive useful insights into how
to optimize the value of supply chain operations and operations, rationalize
objectives and design flexible supply chains.

At the end of the course the students will:

* Learn how to optimize the supply chain processes so that they can achieve a
company's strategic goal of either profitability or responsiveness.
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» Understand the objectives of a supply chain, explain the impact of decisions in the
supply chain on the success of a company and identify key decision areas.

« Identify the main supply chain levers and determine the key performance indicators
of the supply chain

« Know how to derive knowledge from dynamic information about future demand,
available production capacity and sources of supply

» Develop models for network design decisions and use optimization methods for
decision-making to plan the installation and analyze relevant decisions

» Use methodologies to evaluate decisions about supply chain planning and capacity
allocation under uncertainty

* Apply forecasting methods to identify trends in supply and demand.

* Familiarize themselves with tools such as: EXCEL, LINGO and MCDM software

ii. Software

EXCEL, LINGO, MCDM software

iii. Syllabus
Introduction - Syllabus - Operations management analytics

Supply chain (SC) analytics-data sources - new paradigms (ie l0T, Physical Internet,
Blockchain, Social media)

SC network design analytics

Predictive analytics - Collaborative Planning Forecasting and Replenishment (CPFR)
analytics

Project Management Analytics

Operations research in O / SC-Analytics
Inventory management in O / SC-Analytics
Transport models analytics

Multi Criteria Decision Aid in O / SC-analytics
Markov models in O / SC-Analytics

Game theory in O / SC-Analytics
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Student presentations

Final exams

iv. Bibliography

Chopra S. and Meindl P. (2012), Supply Chain Management: Strategy, Planning and
Operation, 5th Edition, Pearson Education, USA.

Feigin G. (2011). Supply Chain Planning and Analytics: The right product to the right place at
the right time, Business Expert Press, New York, USA.

Mathirajan, M., Sadagopan, S., Rajendran, C., Ravindran, A., Balasubramanian, P. (2016).
Analytics in Operations/Supply Chain Management. | K International Publishing House.

Ramanathan, R., Mathirajan, M. and Ravindran A.R. (2017). Big Data Analytics Using
Multiple Criteria Decision-Making Models. CRC Press

Singh, S. (2016). Project Management Analytics: A Data-Driven Approach to Making
Rational and Effective Project Decisions. Pearson Education, Inc.

Soluade, O. (2015). Business Analytics in Production & Operations Management: A Modular
Approach. LAP LAMBERT Academic Publishing

Watson, M., Lewis, S., Cacioppi, P. and Jayaraman, J. (2012). Supply Chain Network
Design: Applying Optimization and Analytics to the Global Supply Chain. FT Press.

k. Web and Text Analytics

i. Description

The aim of the course is to introduce students to the analytics using data available
on the World Wide Web such as open government data, linked data, data from social
media, etc. After completing the course students will be able to:

» Describe data sources on the World Wide Web.
* Collect linked data through SPARQL queries

* Analyze semantically linked Web world data through visualizations and statistical
analysis

* Collect, store and analyze data from social media tools

 Apply Natural Language Processing methods to social networking data.
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The course requires the active participation of students who will practice the subject
matter and will work weekly throughout the semester.
The course does not require prior knowledge in programming or databases.

ii. Software

Virtuoso RDF store, MongoDB, Tableau, R

iii. Syllabus

1. Data sources on the World Wide Web

2. Linked data - the RDF model

3. Statistically linked data

4. The SPARQL language

5. Collection of data from the web of linked data
6. Analytically linked data

7. Data from social media

8. Data collection via Twitter API

9. Save Twitter data

10. Detailed social networking data

11. Sentiment analysis and NLP

12. Application of NLP to network society data

13. Final exams

iv. Bibliography
DuCharme B., Learning SPARQL, Second Edition, 2013, O'Reilly

T. Heath & C. Bizer, Linked Data: Evolving the Web into a Global Data Space, 2011,
http://linkeddatabook.com/editions/1.0/

[. Simulation Techniques in Business Analytics
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http://linkeddatabook.com/editions/1.0/

i. Description

The course focuses on simulation as one of the most popular Operational Research
techniques for decision making in a non-analytical environment. Firstly, the basic
theoretical aspects of the technique are presented, and then it is attempted to
deepen the applications and the problems encountered with the use of software. At
the end of the course, students and students will be able to develop an elementary
simulation model that will describe a real problem by identifying the important
elements that can influence the decision making on the basis of the objectives set
and implement a systematic methodology for identifying and evaluating alternatives
to the problem.

ii. Software

Excel, Extend, Simul8

iii. Syllabus

Stochastic systems and Queuing

Introduction to Simulation Modeling.

Random number generators and random variates.
Probability Distributions and input data analysis
Output Data Analysis

Discrete event simulation basics.

Simulation Techniques using Discrete event simulation environment
Applications of Discrete event simulation
Simulation with built-in Excel tools

Financial Models

Process Models

Marketing Models

Final Exam.

iv. Bibliography

Laguna M. and J. Marklund, Business Process Modeling, Simulation and Design, 2n ed
2013.
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Albright S.C. and Winston W., Business Analytics: Data Analysis and Decision Making,
Cengage Learning, 2013.

Extend Software, manual and reference.

Vienna University of Economics and Business (WU,

Austria)

MSc in Data Science

The innovative Master's program in Data Science is all about how data can be used
effectively, professionally and responsibly to gain knowledge - a complex of
guestions that is not only highly relevant for companies, governments and other
organizations, but also for individuals. In addition, collection, modeling, analysis and
interpretation of data is central to science at universities and other research
institutions.

The expertise needed to address the issues involved and to develop appropriate
solutions, is the main idea of the curriculum of the Master's program "Data Science",
therefore goes far beyond traditional statistics and database processing. Today's
Data Scientists are required holistically examine, critically scrutinize large,
sometimes very heterogeneous data sources, analyze them with problem-adequate
statistical methods, extract relevant information and correctly interpret results
obtained.

At a technical level, not least, the enormous amount of data requires an
understanding and dealing with large and often distributed systems for data storage
and processing. Content development encompasses a wide range of activities, from
finding and organizing the data to evaluating their quality and exploratory data
analysis to modeling, analyzing and interpreting, as well as providing a clear
presentation of the results. The MSc Data Science curriculum reflects the whole
process chain from raw data to information, from information to knowledge and from
knowledge to making informed decisions.

Structure of the MSc Program

The master program Data Science consists of 3 module groups, for which 83 ECTS
credit points are planned. Furthermore, 12 ECTS credits are allocated to electives.
The Master's thesis is assessed with 20 ECTS credits, the Master's examination with
2 ECTS credits and a compulsory practice with 4 ECTS credits.
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ECTS

Bridging module 12
Data Science compulsory Module 46
Data Science elective Module 24
Sum module groups 82
Free electives 12
Master's thesis 20
Master's examination 2
Mandatory practice (2 weeks) 4
Total 120

Module Content

Bridging Module

There are three different types of Bridging Modules: BM1 for Students of
Mathematics, BM2 for Students of Computer Science and BM3 for Students of all

other areas.

Bridging Module 1 (for Students of Mathematics)

—

Introduction to Data Science

Introduction to Computer Science

Algorithms and Data Structures

Algorithms and Data Structures - Hands-On

Data Engineering

Data Engineering - Hands-On

Object-oriented Programming

NN DN D

Advanced Data Engineering

Advanced Data Engineering - Hands-On

NS I T B T I N I ORI NG N Y OO RSN B, e
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Bridging Module 2 (for Students of Computer Science)

ECT
S

Introduction to Data Science

Statistics

Statistics - Lab

Probability Theory

Probability Theory - Lab

Mathematical Statistics

Mathematical Statistics - Lab

Applied Statistics

WIN]W[W|PAA]IDN]IDN]PF

Bridging Module 3 (general)

ECT

Introduction to Data Science

Introduction to Computer Science

Algorithms and Data Structures

Algorithms and Data Structures - Hands-On

Data Engineering

Data Engineering - Hands-On

Object-oriented Programming

NN DN DS

Advanced Data Engineering

Advanced Data Engineering - Hands-On

Statistics

Statistics - Lab

Probability Theory

Probability Theory - Lab

WA IDNIDNIDNIDNIDNIDNIDNIPA]PEADN
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Mathematical Statistics 3 3
Mathematical Statistics - Lab 2 2
Applied Statistics 3 3

Data Science compulsory Module

Module Statistical Methods ECTS I " | v
Statistics, Visualization and More Using R 4 4
Computational Statistics 3 3
Computational Statistics - Lab 3 3
Module Databases ECTS I " | v
Database Masterclass 2 2
Database Masterclass - Lab 3 3
NoSQL Databases 2 2
NoSQL Databases 3 3
Module Knowledge Discovery ECTS I " | v
Machine Learning 2 2

Machine Learning - Lab 3 3

Pattern Recognition 2 2

Pattern Recognition - Lab 3 3

Data Mining 3 3
Module Statistical Practice and Case Studies ECTS I v
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Case Studies 4 4
Interpreting and Presenting Statistical Analyses 4 4
Module Law, Ethics, and Methodology of| ECTS I " | v
Science

Scientific Methods 4

Quiality of social data 4

Data and Identity 2 2

Data Science elective Module

At least two modules have to be selected - 12 ECTS are required to complete one

module.

Advanced Statistical Methods and | ECTS I " | v
Econometrics

Econometrics 2 2
Econometrics - Lab 4 4
Multi-variate Statistics Masterclass 2 2
Multi-variate Statistics Masterclass - Lab 4 4
Advanced Computer Science ECTS Il " | v
Advanced Algorithms 2 2

Advanced Algorithms - Lab 4 4

Distributed Systems 2 2
Distributed Systems - Lab 4 4
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Parallel Programming ECTS I " | v
Parallel Algorithms 2

Parallel Algorithms - Lab 4

Parallel Programming 2 2
Parallel Programming - Lab 4 4
Image Processing and Computer Vision ECTS I " | v
Image Processing and Imaging 2

Image Processing and Imaging - Lab 4

Computer Vision 2 2
Computer Vision - Lab 4 4
Philosophy of Science ECTS i {nfIv
Philosophy of Science 2 2
Philosophy of Science - Seminar 4 4
Logic I: Propositional Logic 3 3

Logic II: Predicate Logic 3 3
Empirical Social Science & Research ECTS I " | v
Social science research methods 4

Social science methodology 4 4
Quantitative research methods 4 4
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Numerical Mathematics and Optimization ECTS I I " | v
Scientific Computing 3 3
Numerical Mathematics 3 3
Optimization 2 2
Optimization - Lab 4 4

Module Learning Outcomes

Module - Statistical Methods - Learning Outcome

Students are able to analyze data descriptively with the aid of the statistical software
R and to process results graphically (in a publishable form) as well as to draw
permissible conclusions from the data. Students understand the frequentist approach
to statistics, can correctly interpret errors of the first and second kind, as well as p-
values and confidence intervals, and understand the possibilities and limitations of
the presented methods. Students have a good overview of basic regression
techniques, are able to choose parametric and non-parametric methods to suit the
problem, to evaluate the quality of the fitted models, and to apply the techniques to
real and simulated data using the statistical software R. On a general level, students
are able to use appropriate scientific terminology of statistics.

Module - Databases - Learning Outcome

Knowledge of advanced techniques for the storage, management and retrieval of
data, critical understanding of the issues of large volumes of data and complex
gueries, as well as an overview of the state of the art and current challenges in the
field of databases. Ability to design innovative data management systems from
scratch and to select and professionally use existing systems. Assessment of data
management systems in terms of their capabilities and limitations for specific needs,
estimating the impact of advanced data management systems on the development
of computing, new services, and the organizational structure of enterprises.

Module - Knowledge Discovery - Learning Outcome

Knowledge of advanced techniques in the field of pattern recognition and machine
learning, in particular their theoretical foundations, as well as the derivation of
efficient algorithms in these areas. Knowledge about important libraries and software
systems in these areas. Ability to apply the acquired knowledge to the analysis of
existing algorithms as well as to the independent development of software for the
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solution of problems. Competency to select suitable libraries and / or software
systems to solve practical problems with minimal self-implementation effort.
Assessment of practical problems in the field of machine learning, pattern
recognition as well as data mining with regard to their treatability in algorithmic and
software-technical terms. Ability to assess computational complexity and select
appropriate hardware.

Module - Statistical Practice and Case Studies - Learning Outcome

Students are able to analyze real data in the sense of reproducible scientific
research with the help of the statistical software R, to verify clearly formulated
hypotheses and to evaluate the obtained results both before and outside the subject
in front of a specialized audience in English to present correctly and understandably.
Based on their own analysis, students gain experience in data acquisition and
preparation, descriptive and inferential analysis, model adaptation and evaluation,
the use of databases and software, as well as the presentation and interpretation of
results, are familiar with the respective standards and corresponding problem solving
approaches. Students can reproduce simulation studies published in original articles
in specialist journals and review the claimed performance. At a general level,
students are able to communicate statistical findings to a specialist audience, as well
as users or the general public, using appropriate scientific terminology.

Module - Law, Ethics, and Methodology of Science - Learning Outcome

Students are familiar with the relevant framework conditions for dealing with data in
accordance with scientific standards with regard to legal regulations, ethical
standards as well as scientific and methodological foundations. They are able to
relate this knowledge to concrete questions or data. In this way, they can recognize
any conflicts or difficulties in dealing with data that may arise from the
aforementioned framework conditions.
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Graduate school in computer science and

mathematics engineering (EISTI, France)

Master Program in Advanced Data Exploration, Data Analytics and
Optimization (ADEO)

Program of M1

The M1 gives the necessary bases in computer science and mathematics for the M2; we find
the three pillars of which this master is characteristic. As well as the bases, students will find
indispensable elements of project management. This first year will culminate in a large
transversal team project.

M1 is divided into two semesters. Each semester contains 30 ECTS.

Table 4.1
Semester 1
Skills Courses Hours ECTS
Inferential Statistics 42
Partial Differential Equations and Finite Differences 30
Mathematics
for Computer Operational Research: Linear Optimization 21 12
science
Graph Theory and Combinatorial Optimization 21
Complexity and Decidability Theories 15
Python applied to Data Science 21
Software and Object-Oriented Modeling (OOM) with UML 30 0
Architecture Object-Oriented Design and Programming with Java 30
Relational Database: Modeling and Design 30
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Engineering | Signal & Information Theory 21 2
science
Foreign PPP: Personalized Professional Project 9
language 6
FFL: French and Foreign languages 30
Total M1: Semester 1 300 30
Table 4.2
Semester 2
Skills Courses Hours ECTS
Introduction to Machine learning 24
Dat .
aa . Forecasting models 1 30 7
exploration
Data analysis 21
Mathematics Deterministic and Stochastic Optimization 27
for Computer 5
Science Simulation and Stochastic Process 27
Advanced database 1 (Administration, Index, 21
Optimization)
Software and 9
Architecture Architecture and Network Programming 30
Parallel and Distributed Programming 30
Engineerin . . _
.gl eenng Signal & Information application 30 3
science
Research workshop 6
Research 4
Project 30
Foreign FFL: French and Foreign languages 18 2
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language

Total M1 : Semester 2 300 30

Program of M2

The M2 is, like the M1, based on the three pillars of the master, except at a higher level of
expertise. To train experts in our field, we provide the students with professional skills in
modelling, design and implementation of computer architecture, data mining and
optimisation.

The M2 is divided into two semesters. The first one adds up to a total of 30 ECTS. The
second semester is divided into two parts: The first part of the course is worth 12 ECTS and
the second part consists of Master thesis with 9 ECTS and internship with 9 ECTS.

Table 4.3
Semester 1
Skills Courses Hours ECTS
Machine learning with Scala 21

Advanced data base 2 (PLSQL, Transaction, Distributed 21

Computer Database) 10
technologies

NoSQL 21

Dynamic web application (JEE) 21

Data mining approach (Time series, logistic regression,

. : 21

Bagging Boosting, Random forest, Neural network)
Data 7
exploration Semantic web and Ontology 21

Social Network Analysis 15
Bu5|r.1ess Advanced Bl & Data Visualization 24 3
Intelligent

SAS Analysis 12
Operations Forecasting models 2 33
Research 7

Heuristics & Al 27h
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Foreign FFL: French and Foreign Languages 26
language &
HR PPP: Personalized Professional Project 15 3
Total M2: Semester 1 | 278 30
Table 4.4
Semester 2
Skills Courses Hours | ECTS
Elastic search Kibana 15
Data exploration Text Mining and natural language 18 3
Deep learning (Convolutional Neural Network, 12
Tensorflow, Keras,..)
Supply Chain 18
Operations Research | Constraint programming 18
4
Multi-objective optimization 18
Game theory 10
Software and , .
Architecture Big data and Advanced Analytics 42 4
Foreign language FFL: French and Foreign languages 21 1
Total courses in M2 | 157 12
Master thesis 9
Personal work
Internship (22 weeks minimum) 9
Total M2 : Semester 2 30

36




Data exploration

a. Inferential Statistics

i. Objectives of the module

The objective of this course is to present the principles and the technical tools of the
inferential statistics. More precisely the student will be able at the end of the course,
to analyze numerical data in large quantities for the purpose to inferring proportions
to a whole from those in a representative sample. We study the usual methods of
estimation and tests.

The techniques introduced are illustrated during a series of tutorials by using
EXCEL.

ii. Topics in details

* Reminders on Probabilities. (Random Variables Random Vectors Probability Distribution
functions. Independence and Dependence of random Variables - Conditional Probabilities
and Expectation values).

» Convergence. Limit theorems.

1 Estimation
- Properies of an estimator (Unbiaised Estimator-Consistent and Efficient estimator)
- Examples — Exercises)
- Usual estimators Examples — Exercises)
- Maximum Likelihood estimation Examples — Exercises).
- Estimation by interval of confidence (Examples — Exercises)
2. Hypothesis Testing.

- General principle. (Examples — Exercises)

Test of a usual level of significance. (Examples — Exercises).

Test of Variance. (Examples — Exercises)

Usual tests of comparison.(One and Two samples). (Examples — Exercises)

- Chi-square tests. (Examples — Exercises)
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iii. References

Arnold O. Allen « Probability Statistics and Queuing theory with Computer Science
Applications” (Academic Press 1990)

Eva Cantoni, Philippe Huber, Elvezio Ronchetti : Maitriser I'aléatoire, Springer, 2006

Kandethody M.Ramachandran, Chris P.Tsokos : Mathematical Statistics with Applications,
Elsevier, 2009

George G. Roussas : A Course in Mathematical Statistics, Academic Press, 1977
G.Saporta, Probabilités Analyse des données et statistique, Editions TECHNIP

Polycopy text Tutorial By M.Manolessou

iv. Web sites

http://siba-ese.unisalento.it/index.php/ejasal/index : free access web site “Electronic Journal
of Applied Statistical Analysis”

http://interstat.statjournals.net/ : free access web site “InterStat”
http:/www.jds-online.com/ : free access web site “Journal of Data Science”

http://tbf.coe.wayne.edu/jmasm/ : free access web site “JOURNAL OF MODERN APPLIED
STATISTICAL METHODS”

http://www.jstatsoft.org/ : free access web site “Journal of Statistical Software”

http://www.i-journals.org/ss/index.php : free access web site “Statistics Surveys”

b. Data Analysis
i. Objectives of the module

In descriptive statistics, a population is studied on one or two variables. Data analysis or
multi-dimensional data analysis is an extension to several variables descriptive statistics.

This course is a first approach to the different multidimensional analysis of large masses of
information methods. We discuss problems of three types: descriptive analysis, explanatory
model and classification. SAS software will be used for methods on different data corpus
turn.

At the end of the course, students will study for a corpus of data multidimensional:
« identify which technique to use to solve the problem;

* prepare data sets to launch the associated technical program selected;
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* interpret the results provided by the software.
However, this remains an introduction course. It will take to go further :

* look more closely at the technical data preparation (very little discussed in this
module);

* explore some methods discussed;
» discover new methods of analysis.

The techniques introduced are illustrated during a series of tutorials by using EXCEL

ii. Topics in details
General principles of factor analysis
Analysis of Variance (Examples exercises)
Simple Linear Regression (Examples Exercises)
Multiple Linear Regression. (Examples —Exercises)
Correlation Analysis (Montgomery and Peck Theorem) xamples —Exercises)
Non Linear regression with transformed variables (Examples and Exercises)
Principal Components Analysis
Factorial correspondence analysis

Analysis of Variance

iii. References

Arnold O. Allen « Probability Statistics and Queuing theory with Computer Science
Applications” (Academic Press 1990)

Michel Volle Analyse des données Economica
G.Saporta, Probabilités Analyse des données et statistique, Editions TECHNIP

Lawley, D.N., Maxwell, A.E., Factor Analysis as a Statistical Method, Butterworths
Mathematical Texts, England, 1963.

Mardia, K.V., Kent, J.T., Bibby, J.M., Multivariate Analysis, Academic Press, London
1979.

Polycopy text Tutorial by M.Manolessou
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c. Introduction to Data Mining

i. Objectives of the module

This introductory course in data mining allows students to have a first approach to the
problem and applications of data mining. It also allows studying several models and their
applicabilities on different types of data.

iii. Topics in details
1. Data Mining fields, Data Mining Process, Data Mining Tasks, Data ant attribute natures.

2. Machine Learning: Supervised and unsupervised algorithms. Classification models,
classifier validation methodology. precision and recall measures, confusion matrix, and cross
validation method.

3. Comparison of supervised and unsupervised models : K-nearest neighbours and K-means
algorithms

4. Supervised machine learning methods:

» Candidate elimination and version space.

* Decision Trees: ID3 and C4.5 algorithms.

* Neural Networks

5. Association Rules: Apriori and AprioriTid algorithms.
» Association rules generation.

* Properties of simple and strict redundancy

6. Comparative study and discussion.

iv. References

Fayyad, G. Piatetsky-Shapiro, P. Smyth, and R. Uthurusamy. Advances in Knowledge
Discovery and Data Mining, AAAI/MIT Press, 1996.

lan H. Witten; Eibe Frank Data Mining: Practical machine learning tools and techniques, 2nd
Edition. Morgan Kaufmann, 2005.
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Mathematics for computer science

a. Simulation and Stochastic Process

i. Objectives of the module

This course aims to study the properties of stochastic processes using simulation of
random variables. It is therefore strongly practice-oriented even if the main concepts

and properties are discussed

ii. Topics in details
Simulation of probability laws
Generator “random” numbers
Simulation experiments
Simulation of laws
Scheme polls to discrete distributions
Inversion method for discrete distributions
Inversion method for continuous distributions
Simulation of the normal law by the TCL
Simulation of the normal law by the Box-Muller
Stochastic Processes
Definitions and properties
Trajectories and states of a stochastic process
Properties of a process
Markov Chain
Definitions
Transient, recurrent and absorbing states
Convergence
White Noise

Definition
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Simulation and validation

Brownian motion

Definition

Simulation: normalization method of random walk
Simulation: Euler method random

Validation (test of normality)

Poisson process

iii. References
. Markov models and algorithms, Bernard Ycart, Ed Springer-SMAI

b. Operational Research: Linear Optimization

i. Objectives of the module

In this course, you learn methods of linear optimization and we implement them.
ii. Topics in details

1. Linear Optimization (a) Simplexe -classical,

2. Penalties-Duality

3. Integer Numbers programming (Method of Decreasing Congruencies)

4-5. Dynamic Programming following Bellmann. Determinist cases, discrete and
continuous cases. Non deterministic discrete case

6-7. Transport and Affectation problems

iii. References

G.DANTZIG 'Linear programming and Extensions"Princeton, N.J.Princeton,
University Press, 1963

R.FAURE "Précis de Recherche Opérationnelle ", Dunod ( Paris 1979)

S.GASS “"Linear Programming: Methods and Applications 5th edition New York :
Mc Graw-Hill 1985
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(Cours de I'Ecole Nationale Supérieure des Télécommunications, Paris)

C. PAPADIMITRIOU and K.STEIGLITZ ~Combinatorial Optimization: Algorithms and
Complexity" Englewood Cliffs , N.J. Prentice-Hall 1982

b. Deterministic and Stochastic Optimization

i. Objectives of the module

In this course, you learn nonlinear optimization methods and learn to implement
them on a computer. Deterministic and stochastic methods and heuristic methods
are addressed.

ii. Topics in details
Deterministic methods:
Gradient
Gradient with optimal step
Conjugate Gradient
Newton's method
Projection method
Method with penalty
Methods with memory/ stochastic methods :
Tabu search
Simulated annealing
Genetic algorithms
Ant colony optimization

Particles Swarm Intelligent

iii. References

. C. PAPADIMITRIOU and K.STEIGLITZ “Combinatorial Optimization:
Algorithms and Complexity” (Englewood Cliffs, N.J. Prentice-Hall 1982)
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. A. W. TUCKER Recent advances in Mathematical Programming (Mc GRAW-
HILL, New York) W.LWINSTON " Operations Research: Applications and
Algorithms” (PWS-KENT 1991)

. I. GALEEV "Optimisation” (Science, Moscou, 2006)
. A. BJORCK "Numerical methods for least square problems" (SIAM, 1996)

. J-B. HIRIART-URRUTY, C. LEMARECHAL "Convex Analysis and
Minimization Algorithms" (Springer, 1993)

. D.G.LUENBERGER " Linear and Nonlinear Programming" (Addison-Wesley,
1984)

. J. NOCEDAL, S.J. WRIGHT" Numerical Optimisation" (Springer)

c. Graph Theory and Combinatorial Optimization

i. Objectives of the module

Introduce the graph theory, and the associated algorithms.

ii. Topics in details

. Graph theory;

Algorithms Prim, Kruskal, Dijkstra, Bellman-Ford,

iii. References
. Combinatorics and graph theory, Jean Harris, Springer Verlag, 2008.
. Modern graph theory, Bema Bollobas, Springer-Verlag New York Inc., 1st ed.
1998.
. Graph theory with applications, J.A. Bondy and U.S.R. Murty, Université of

Waterloo Canada.

d. Complexity and Decidability Theories
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i. Objectives of the module

Introduce the theory of decidability through its themes (a problem can be solved on a
computer? Classes of problems). Give students the means to assess the difficulty of
a problem and what is feasible (on computer) and what is not.

ii. Topics in details
. Turing machine;
. Formal languages;

. Decidability;

. Undecidable problems;
. Halting problem;
. Complexity classes;

. P and NP;

. NP-complete problems.
iii. References
. Computational complexity, C. H. Papadimitriou Addison-Wesley, 1994.
. Michael Sipser, Introduction to the Theory of Computation, Second Edition,

Course Technology, 2005.

e. Partial Differential Equations and Finite Differences

i. Objectives of the module
In this course we will study:

* Numerical and analytical methods to solve models commonly encountered in fluid
mechanics, telecommunications, biology, medicine, in industry, finance ... All these
models are represented by EDP.

+ Different approaches to the discretization of PDEs, stability and convergence of
discrete equation. In simple cases we compare the analytical and numerical
solutions.
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ii. Topics in details

Course 1. Mathematical modeling and differential equations in partial derivatives

Course 2. Ordinary differential equations

Course 3. Principles of finite difference method for the PEDs

. Mesh
. Taylor formula
. Discretization of derivatives

Course 4. Basic strategy in approaches to discretization
. Explicit Euler methods
. Implicit methods Crank -Nicolson

Course 5. Boundary conditions

. Dirichlet Boundary conditions
. Neumann Boundary conditions
. Periodic Boundary conditions

Course 6. Schemes to several temporal levels
Course 7. Parabolic equations

. Thomas Algorithm

. Numerical solution of the heat equation par Crank-Nicolson. Implementation.

Course 8. Consistency, Stability. Convergence. Lax theorem

Course 9 Elliptic Equations

. Discretization of boundary conditions
. Jacobi and Gauss-Seidel iterative methods. Sparse matrix.
. Discretization and implementation in polar coordinates.

Course 10 hyperbolic equations 10.1 Advection equation
. Upwind scheme

. Lax-Friedrichs scheme
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. Lax-Wendroff scheme

. Leap-Frog scheme

. Crank-Nicolson scheme

Course 11. Numerical solution of two dimensional heat equation

Course 12. Nonlinear PEDs

. Numerical solution of one dimensional Burgers equation
. Mac-Cormack method
. Crank-Nicolson method
. Numerical solution of Korteweg de Vries equation
. Numerical solution of the Sine-Gordon equation equation
. Fourier analysis of PEDs. Dispersion relation
iii. References
. H. M. Antia, Numerical Methodes for Scietists and Engineers. Birkhauser.
. M. Rappaz, M. Bellet, M. Deville, Numerical Modeling in Material Science and
. Engineering. Springer
. J.W. Thomas, Numerical Partial Differential Equations
. W.F. Ames, Numerical Methods for Partial Differential Equations, Nelson and

. Sons LTD. London, 1969

. G.D. Smith, Numerical solution of PDE : Fintite difference methods,Clarendon
. Press, Oxford, 1978

. J.H. Ferziger and M. Peric, Computational Methods for Fluid Dynamics.

. Springer, 1996.

. W. Press, S. Teokolsky, W. Vetterling, Brian P. Flannery. Numerical Recipes.
The art of Scientific Computing. Cambridge University Press. 2011.

. N. Giorgano, H. Nakanishi. Computational Physics. Pearson, Pearson Hall,
2009

47



Engineering science

a. Signals and Systems

i. Objectives of the module

The acquisition of basic knowledge in signal processing and systems theory.

ii. Topics in details
Time Representations of Signals.
Time Representations of Systems.
Frequency Representations of Signals.
Frequency Representations of Systems
Sampling - Interpolation - Quantization.

Linear filtering. Analysis & Synthesis of digital filters. Multirate filtering.

iii. References
F. de Coulon : “ Théorie et traitement des signaux” Dunod
P. Duvaut® Traitement du signal ” Hermes
M. Kunt® Traitement numérigue des signaux "Dunod
J. Max “ Méthodes et techniques de traitement du signal "Masson
A.V. Oppenheim “ Applications of digital signal processing ” Prentice-Hall
A.V. Oppenheim / R.W. Schafer “ Digital signal processing "Prentice-Hall
A.V. Oppenheim / A.S. Willsky / Y.T. Young “ Signals and systems” Prentice-Hall
Papoulis “ Signal analysis "McGraw-Hill
M. Rivoire / J.L. Ferrier” Automatique "Eyrolles

Y. Thomas* Signaux & systemes linéaires ” Masson
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b. Signal Processing

i. Objectives of the module

Allow the control and the design of tools for signal processing applications in the field
of information processing.

ii. Topics in details
1. Mathcad simulation tool.
Tutorial.
2. Random signals. Autocovariance. Ergodicity

Transmitting a random signal in a linear system. Process for generating a random
signal:

1st order formers filters. Generating process: MA, AR, ARMA

3. Signal synthesis. AR, MA, ARMA models. White noise

4. Characterization (Analysis - Frequency transforms)

* Cepstral analysis. Spectral Analysis. Wavelets. Correlation estimators.
* DSP estimator : periodogram, correlogram, from the AR model of the signal.
5. Signal conditioning. Denoising

Preaccentuation. Desaccentuation. Denoising.

6. Transmission

Coding. Equalization. Adaptive filtering.

7. Linear Prediction Coding.

Linear Prediction Coding. Lossy compression.

8. Optimal filtering.

Least squares. RLS.

9. & 10. Project

« Adaptive filtering

* Prediction (economical cycles)
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 Optimal filtering
» Signal compression.
+ Conditioning - Filtering. Signal detection.

« Signal characterization. Spectrogram. Wavelets.

iii. References

F. Auger” Introduction to the signal theory ” Technip

Architecture and software

a. Object Oriented Modeling with UML

iii. Objectives of the module

This course is to learn modeling and design programs using the object approach.
The language used is UML. The purpose of this course is to:

* Provide a software development methodology starting the real world until the
completion of the program

 Learn how to design objects in view of reusability.

i. Topics in details
Modelling: why’s and how’s
What is in UML, what is left out ?);
'Is-kind-of” and ‘knows’ relations, class diagram ;
Improving models with O.C.L;
Who and which part of software is involved, when and how ? use-case diagram

Who does what in what order ? Scenarios
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What means ‘state’ for objects ? state diagram
Object oriented design
Interface

Introduction to Design Patterns

iii. References

Object-Oriented Analysis and Design with Applications, 3/E ; Grady Booch, Robert
A. Maksimchuk, Michael W. Engel, Bobbi J. Young, Ph.D. Jim Conallen, Kelli A.
Houston ; Addison-Wesley ; 2007

Designs Patterns - Elements of Reusable Object-Oriented Software ; Erich Gamma,
Richard Helm, Ralph Johnson, John Vlissides ; Addison Wesley

Object Management Group (OMG) : http://www.omg.org

b. Object Oriented Design and Programming with Java

i. Objectives of the module

This course involves learning object-oriented programming with the Java language
and introduce some design patterns.

ii. Topics in details
Programmation paradigms
Classes and object members
UML Mapping of the association
Class members and inheritance
Packages
Interfaces - Eclipse
Collections

The exceptions
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Input/output — Files and Flow
Generic programmation

Enumerations — Annotations

iii. References
Java in a Nutshell ; David Flanagan ; O'Reilly
http://java.sun.com
JavaDoc JRE 1.6 et 1.7

http://www.oracle.com/technetwork/java/javase/downloads/index.html#docs

c. Relational Databases Modeling and Design

i. Objectives of the module

Databases are now a central element of a vast majority of information systems,
solving powerful and effective way the issue of the long-term storage of complex and
extensive data.

Databases can also be regarded as an overlay file system, to provide an optimal and
efficient way of storing and especially to access these data.

At first, this course introduces the concept of databases and provides the first skills
in modeling, design, handling and use of data models.

Then we move on to more advanced concepts:
optimal implementation of treatments on the DBMS
design of distributed databases,

safety management through roles,

optimization of queries on large data volumes..

ii.Topics in details

The basic concepts
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Entity-Relationship Model (conceptual data model, logical data model and
normalization) : 2 lectures

SQL Data Definition Language : 1 lecture
SQL Data Manipulation Language : 4 lectures
Index and View : 1 lecture

Transaction : 1 lecture

c. Advanced database

i. Objectives of the module

After the first course on introduction to database, we move on to more advanced
concepts:

optimal implementation of treatments on the DBMS
PLSQL
design of distributed databases,

safety management through roles,

ii. Topics in details
The advanced concepts
Processing in the database
The langague PL/SQL
the triggers
the procedures, fonctions and packages
distributed database
the concept : single MCD et multiple MLD
the different kinds of fragmentation: horizontal, vertical and mixed
the reconstituting views

the materialized views
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the data bases links

Roles in a database

the application roles

the other roles

the system privileges

the object privileges

Introduction a I'administration d'une base de données
I'architecture SPARC

the tablespace

the repository

the accelerators

the indexs : b-arbres, bitmaps, inversed
the clusters

the request plan

iii. References

Oracle PL/SQL Programming de Steven Feuerstein et Bill Pribyl chez O'Reilly

d. Architecture and Network Programming

i. Objectives of the module
Discovery and familiarity with the concepts and techniques of networks.
The first part leads to developments in Java, the second part can develop in C.

We will introduce the programming R.M.I. (Java) that is widely used in the parallel
computing..

il. Topics in details
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Network models

TCP Implementation in JAVA language
UDP Implementation in JAVA language
http Implementation in JAVA language
Proxy et de firewall

R.M.I. technics in java language

Network administration protocol

iii. References

TCP/IP: architecture, protocoles, applications. : Douglas Comer : InterEditions 1992

e. Parallel programming

i. Objectives of the module

- Introduce general technigues and specific algorithms of parallel and distributed

computing.

- Discover new concepts related to cloud computing.

ii. Topics in details
General concepts
Multithreading programming with Java
Multiprocessing programming with java
Review the independence of loops
Limiting threads
Different modes of parallelization
Taxonomy Flynn

Complexity and Amdhal law
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OpenMp
MPI

iii. References

* OpenMP official web site http://www.openmp.org

Project management

a. V Model and AGILE Methods

i. Objectives of the module

The objective of the course is to explain the two main methods of project
management used today in software development projects: the V cycle and AGILE
methodologies.

ii. Topics in details
From V model to "Agile" method
The manifest and the le panorama of Agile methods
SCRUM
XP

Kanban

iii. References
Extreme programming pocket guide
Agiles services and processes: Thierry Chamfrault et Claude Durand

Balancing Agility and Discipline de Guide for the PerplexedDe Barry Boehm et
Richard Turner chez Addison Wesley
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Scrum : le guide pratique de la méthode agile la plus populaire de Claude Aubry

chez Dunod

FLE Beginners

i. Objectives of the module

Reach a level that allows good communication in everyday life (academic and

professional life).

ii. Topics in details
French every day.
Discover the key aspects of French culture to facilitate integration.
Working from texts and audio-visual materials
Use the language from their personal experiences in the field.
Reaching the general vocabulary that related to life in school.

Systematically acquired with spots that reflect the four skills.

The year is punctuated level tests to monitor the smooth progress of the student.

Research

a. Initiation to the research

i. Objectives of the module
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The objective of this module is to introduce to methodologies to analyze the scientific
documents related to one of the three pillars of the master. This allows the student to
prepare for the research project completed.

ii. Topics in details

Provide students scientific papers relating to courses seen during the current
semester (Parallel Architecture, Data mining, Networking, ....).

The student will choose one paper and will make scientific critique as if he is a
reviewer:

Present the authors problems,

How the authors are modeled theirs problems,

The methods chosen by the authors to solve their problems.
How the authors interpreted their results.

Have they presented perspectives to their work?

The bibliography is it recent? well adapted to their studies?, etc ...

b. Transverse Project and finalized research

i. Objectives of the module

The objective of this module is to confront the students a large project in working
conditions in the workplace. It is a development of decision support software around
the problematics of Big DATA.

At the end of this project, students will have a real experience of an IT project:
in project management in project management;
in unit testing and integration testing;

in project management

ii. Topics in details

From the required the student following these steps:
. Conduct interviews
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Specifications

Specifications

. Detailed Functional

» Definition of the different teams and resources management project (svn, ...)
. Detailed

. Modeling and design

. Design and

development

of
of

the
unit

database
modules

* Integration of modules in a development environment or pre-production

* Recipe and start of production
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Program of M2

The M2 is, like the M1, based on the three pillars of the master, except at a higher
level of expertise. To train experts in our field, we provide the students with
professional skills in modelling, design and implementation of computer architecture,
data mining and optimisation.

The M2 is divided into two semesters. The first one adds up to a total of 30 ECTS.
The second semester is divided into two parts: The first part of the course is worth
12 ECTS and the second part consists of Master thesis with 9 ECTS and internship
with 9 ECTS.

Computer technologies

a. Cloud Computing and NOSOL

i. Objective of the module

The objective of this module is to give students an understanding of the issues and
challenges around NOSQL (Not Only SQL) technology and a variety of jurisdiction
and implementation of certain technologies in a business context. This course is an
introduction to Cloud Computing. In this course, students can learn how to make
good use of Cloud Computing in Information Systems.

ii. Topic in detall

Overview of Cloud Computing, Origins and definitions, Advantages and
disadvantages

Types of Cloud: SaaS, Paas, laaS

The known and established Cloud Operators on the market (study of tender): Google
Apps, Chrome OS, Amazon Web Services, Windows Azure coupled with Visual
Studio 2010, Sales Force

Storage paradigm: Oriented column, Oriented Key/Value, Oriented document,
Oriented graph

Case Study, Engine and Google Big Table: The column-oriented model, the data
structure dynamic, MongoDB and BSON, the contribution of the paper-oriented
organization
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iii. Bibliography

Cloud Computing Journal: http://cloudcomputing.sys-con.com/

Cloud Times: http://cloudtimes.org/

Computer World: http://www.computerworld.com/s/topic/158/Cloud+Computing

Cloud Computing for beginners: http://dwachira.hubpages.com/hub/What-is-cloud-
computing-A-beginners-approach

b. Java EE

i. Objective of the module

This module is an introduction to the specificities of Java EE. It aims to make
students familiar with Web application development based on a robust object-
oriented architecture. The student can refer to a glossary for definitions of key
concepts and techniques.

ii. Topic in detail
The Java EE will be composed as follows:
Getting Started with the Java EE environment
Servlet (Facade Pattern)
JSP
MVC Architecture applied to a Java EE (Pattern MVC) project
JavaBeans and Scopes
EL / JSTL (2 slots)

Cookies

iii. Bibliography

Core Servlets and Javaserver Pages: Core Technologies, Marty Hall and Larry
Brown, Prentice Hall PTR, 2003
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http://dwachira.hubpages.com/hub/What-is-cloud-computing-A-beginners-approach

Head First Servlets and JSP, Bryan Basham, Kathy Sierra and Bert Bates, O'Reilly,
2004

Advanced Bl and DataViz

a. Bl and Data visualization

I. Objective of the module

This course helps students to understand well the Bl Architecture, currents trends, Bl
solutions with examples, limitations of Bl, importance of data discovery & self-service
data visualization, choosing the right chart, and get hands on cutting edge data
visualization tools with practical exercises.

ii. Topic in detail

This course introduces in the first the concept of decision-making via a chain of
decisions. At the end of this course, students must understand the fundamental
differences between both the operational and decision-making points of views within
a functional architecture.

After the course of decision-making theory, we teach students to effectively implement a
chain of decisions by introducing them to three basic steps and their tools:

Extract, transform and load (ETL)
Representation in cube (OLAP)

Reporting

Lecture 1- Bl theory

Introduction to Business Intelligence, analytics and Bl market trends, Bl Architecture,
Bl Solutions, Bl model design, limitations of Bl tools, importance of data discovery,
choosing the right chart, and self-service data visualization.

Decision-making: Who and why? -Original concept

The principles of construction
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Basic modelling

Family tools

Modelling techniques

From the operational data base to decisional data base

Current Trends

Lecture 2 - Advanced Bl Design

Introduction to QlikSense best practices and practical exercises, Introduction to
Tableau, best practices, practical and real-life exercises, Data warehousing,
advanced databases, data warehouse architecture, ETL best practices and limits,
and data management solutions & limitations

Architecture BI

Bl Solutions — Example of SAP BI Suite Tools
Bl model design

Limits of traditionnal Bl tools

Introduction to data discovery with Qlik tools

Lecture 3 — Reporting with Qlik Sense
Quick start

Load data

Create dashboard

Transform data - Model

Advanced features

Lecture 4 and 5 : Project

Advanced BI & Data visualization project with real-life analytics dataset
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iii. Bibliography

The Data Warehouse Lifecycle Toolkit (2nd ed.), Kimball Ralph, Margy Ross,
Warren Thornthwaite, Joy Mundy, Bob Becker, 2008, Wiley

Mastering Data Warehouse Design Relational and Dimensional Techniques, Claudia
Imhoff, Jonathan G. Geiger, Nicholas Galemmo John

Students will receive the documentation of the various tools (Qlikview, essbase,
Business Objects, etc.) with which they were trained.

Data Exploration

a. Machine learning and its applications

i. Objective of the module

This course presents a detailed approach of the applications and fields concerned by data
mining. We will focus on several models and the way that they are put into use on different
types of data. This course consists of two parts, a theoretical part and an application part.
The theoretical part provides an analytical study of symbolic statistical and connectionist
learning techniques. The practical work is done on Weka. An Introduction to the issue of “Big
Data” and parallel data mining will then be studied. MapReduce and Mahout Framework are
used.

ii. Topic in detail

Supervised learning or unsupervised . Notions of precision and recall , apparent
error , confusion matrix and cross-validation.

Methods & Techniques of supervised machine learningBayesian classifier naive .
The decision trees . Algorithms ID3 , C4.5, Cart.
The foil & reverse lookup algorithm

The association rules : apriori algorithms and aprioriTid . Generation of association
rules .

Bayesian networksDiscretization methods and variable selection
forward and backward inferences .

Law of Bayesian network.
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Structure Database : linear, V or hat.
Problems of prediction and diagnosis
Regression

Bootstrap and aggregation of models
Bootstrap

Aggregation by Bagging

Agregation by Boosting

Applications

Random forest

Artificial neural network.

The SVM

Neural models

Deep learning

iii. Bibliography

Fayyad, G. Piatetsky-Shapiro, P.Smyth, and R. Uthurusamy. Advances in
Knowledge Discovery and Data Mining, AAAI/MIT Press, 1996.

lan H. Witten; Eibe Frank Data Mining: Practical machine learning tools and
techniques, 2" Edition. Morgan Kaufmann, 2005.

Sean Owen, Robin Anil, Ted Dunning, and Ellen Friedman. Mahout in Action.
Manning Publications, 1 edition, January 2011.

b. Forecasting Models

i. Topics in details
The di